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Session Overview

• Why the emphasis on data quality?
• What are the elements of high-quality data?
• How should programs and commissions assess data 

quality for their sites/subgrantees?
• What are some common “red flags” to look for when 

reviewing programmatic data?
• What corrective actions should programs and 

commissions take if they encounter data quality issues?
• What resources are available to help with data quality?



Why Data Quality is Important

• Fundamental grant requirement
• Trustworthy story of collective impact for stakeholders
• Sound basis for programmatic and financial decision-

making
• Potential audit focus



Elements of Data Quality

• Validity
• Completeness
• Consistency
• Accuracy
• Verifiability



Validity

• Official definition: Whether the data collected and 
reported appropriately relate to the approved program 
model and whether or not the data collected correspond 
to the information provided in the grant application.

• Plain language definition: The data mean what they 
are supposed to mean

• How grantees/commissions should assess data validity 
for sites/subgrantees:
– Review data collection tools; compare to objectives and PMs
– Ask about data collection protocols
– Request a completed data collection tool



Validity

• Examples of potential problems:
– Invalid tools

• Mismatch between tool and type of outcome
• Incorrect approach to pre/post testing
• Failure to use tools required by the National Performance Measure 

Instructions
– Invalid data collection protocols

• Assessing the wrong population
• Implementing protocols in the wrong ways or times



Completeness

• Official definition: The grantee collects enough 
information to fully represent an activity, a population, 
and/or a sample.

• Plain language definition: Everyone is reporting a full 
set of data

• How grantees/commissions should assess data 
completeness for sites/subgrantees:
– Keep a list of data submissions
– Check source documentation
– Request data at consistent intervals



Completeness

• Examples of potential problems:
– Subgrantees/sites missing from totals
– Non-approved sampling
– Inconsistent reporting periods



Consistency

• Official definition: The extent to which data are 
collected using the same procedures and definitions 
across collectors and sites over time

• Plain language definition: Everyone is using the same 
data collection methods

• How grantees/commissions should assess data 
consistency for sites/subgrantees:
– Request written data collection procedures; ask about 

dissemination/implementation
– Cross-compare definitions and protocols



Consistency

• Examples of potential problems:
– No standard definitions/methodologies
– Lack of knowledge about required procedures and/or failure to 

follow them
– Staff turnover



Accuracy

• Official definition: The extent to which data appear to 
be free from significant errors

• Plain language definition: The math is done right
• How grantees/commissions should assess data 

accuracy for sites/subgrantees:
– Check your addition
– Request data points from service locations
– Check for double-counting in source data
– Watch out for double-reporting



Accuracy

• Examples of potential problems:
– Math errors
– Counting individuals multiple times
– Reporting the same individuals under different program streams



Verifiability

• Official definition: The extent to which recipients follow 
practices that govern data collection, aggregation, 
review, maintenance, and reporting

• Plain language definition: There is proof that the data 
are correct

• How grantees/commissions should assess data 
accuracy for sites/subgrantees:
– Require source documentation
– Review quality control plans



Verifiability

• Examples of potential problems:
– Inexplicable data points
– Estimated values



Common “Red Flags” in Reported Data
a) Large completion rates reported early in the program year
b) Actuals that are exactly the same as target values or consist 

solely of round numbers
c) Actuals that are substantially higher or lower than target 

values or are out of proportion to the MSY or members 
engaged in the activity

d) Substantial variation in actuals from one site to another
e) Substantial variation in actuals from one program year to the 

next
f) Outcome actuals that exceed outputs
g) Outcome actuals that are exactly the same as outputs



Jobs for All– State A

Example #1



Jobs for All– State A

The grantee reported a large number of applicants for relatively small number 
of members (nearly 2,000 applicants for every filled slot)

Possible explanations:  
– Very high demand for AmeriCorps member positions
– The number of AmeriCorps applicants is not reported 

correctly

Example #1



Example #1: Additional Context



Applicant numbers are being double-reported on the national grant and 
state subgrants
To ensure accuracy, the Jobs for All organization should separate out 
the applicants for each state program and report them separately from 
the national numbers

Example #1: Additional Context



Example #2



Possible explanations:
– The program is extremely effective in achieving improved 

financial knowledge among program participants
– The number of individuals with improved financial 

knowledge is not being reported correctly

Example #2
The number of participants with increased knowledge (outcome) is 
exactly the same as the number of program participants (output)



Example #2: Additional Context



Example #2: Additional Context
This assessment is primarily a customer 
satisfaction survey that does not objectively 
measure changes in knowledge

To ensure validity, the grantee should use a pre-post assessment tool 
that asks content-based questions directly related to the subject matter  



Example #3



The number of volunteers 
reported by one subgrantee 
is about 100x higher than 
the others and represents 
over 300 volunteers per 
MSY

Possible explanations:
– The subgrantee’s 

AmeriCorps members 
are highly effective in 
recruiting and 
supporting volunteers

– The number of 
volunteers is not being 
reported correctly by 
this subgrantee

Example #3



Example #3: Additional Context



It is also important to 
report only 
volunteers recruited 
or supported directly 
by AmeriCorps 
members, not 
volunteers 
recruited/supported 
by staff or by other 
volunteers

Example #3: Additional Context

The total volunteer 
tally double-counts 
the same volunteers 
across multiple 
service events

To ensure accuracy, 
the subgrantee 
should implement a 
volunteer 
management 
system that ensures 
that each individual 
volunteer is reported 
only once 



Example #4



Possible explanations:
– The program was largely unsuccessful in improving academic performance among student 

beneficiaries
– The number of students achieving improved academic performance is not reported correctly

Example #4
The actual value for the outcome is significantly lower than the target 
value even though the output actuals exceed the targets



Example #4: Additional Context



The grantee reported a percentage rather than a raw number

The grantee should also ensure that the students counted 
under this measure meet the minimum level of increase in 
standardized test scores that was specified in the 
approved grant application

To ensure consistency with the output and outcome (and in accordance with the 
National Performance Measure Instructions), the grantee should report the total 
number of students who demonstrated increased academic performance (552), not 
the percentage

Example #4: Additional Context



Example #5



The number of individuals affected by disaster receiving assistance from members is 
an unusually round number
Possible explanations:

– Members served exactly 2,000 individuals over the course of the program year
– The number of individuals receiving assistance from members is not reported 

correctly

Example #5



Example #5: Additional Context



The grantee estimated the value of the 
demographic indicator rather than measuring it

To ensure verifiability, the grantee should ensure that they have 
specific data collection procedures for all reported values and are 
maintaining source documentation for each number

Example #5: Additional Context



2014 Mid-Year GPR:

2014 End-of-Year GPR:

G3-3.4 (output): Number of 
organizations that received 
capacity building services 
from CNCS-supported 
organizations or national 
service participants 

G3-3.10 (outcome): Number 
of organizations reporting that 
capacity building activities 
have helped to make the 
organization more effective 

Example #6



2014 Mid-Year GPR:

2014 End-of-Year GPR:

The number of organizations 
reporting that capacity-building 
activities have helped to make the 
organization more effective has 
decreased from the mid-year GPR 
to the end-of-year GPR
Possible explanations:

– One organization changed its 
mind about whether capacity-
building activities had helped to 
make it more effective

– The number of organizations is 
not reported correctly

Example #6



2014 End-of-Year GPR:

Example #6: Additional Context



2014 End-of-Year GPR:

To ensure validity, the grantee should use a pre-post assessment for G3-3.10 as 
required by the National Performance Measure Instructions and should ensure 
that the timing of the post-assessment allows for genuine measurement of 
changes in organizational effectiveness

The grantee only reported on 
values for the second half of the 
program year
To ensure completeness, the 
grantee should report the 
cumulative outputs and outcomes 
for the whole program year as 
requested by the End-of-Year GPR 
instructions

Example #6: Additional Context



Corrective Actions for Data Quality Issues

• Notify your CNCS Program/Grants Officer and discuss 
best way forward

• For issues related to invalid tools, incorrect protocols, or 
wrong definitions:
– Switch to the correct tool/protocol/definition immediately if 

feasible; if not, switch in the next program year
– Do not report data collected using incorrect 

tool/protocol/definition. Document reasons for not reporting.
• For issues related to incomplete reporting, math errors, 

or double-counting/double-reporting:
– Correct the values
– Put together quality control procedure



Corrective Actions for Data Quality Issues

• For issues related to missing/incomplete source 
documentation:
– Develop a system for retaining source data
– Do not report values for which there is little/no evidence.  

Document reasons for not reporting.



Resources for Data Quality Review
• Performance Measurement Core Curriculum 

(www.nationalservice.gov/resources/performance-
measurement/training-resources)
– Performance Measurement Basics
– Theory of Change
– Evidence
– Quality Performance Measures
– Data Collection and Instruments

• Evaluation Core Curriculum: Implementing an Evaluation 
(/www.nationalservice.gov/resources/evaluation/implementing-
evaluation)
– Basic Steps of an Evaluation
– Data Collection
– Managing an Evaluation



Resources for Data Quality Review

• National Performance Measure Instructions
(http://www.nationalservice.gov/sites/default/files/docum
ents/ACSN_PM_Instructions_2015_NOFO_1.pdf)

• CNCS Monitoring Tool: Data Quality Review Tab


